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Abstract: Combined low temperature
(28(1) K) X-ray and neutron diffraction
measurements were carried out on the
co-crystallised complex of betaine, imi-
dazole, and picric acid (1). The exper-
imental charge density was determined
and compared with ab initio theoretical
calculations at the B3LYP/6 ± 311G(d,p)
level of theory. The complex serves as a
model for the active site in, for example,
the serine protease class of enzymes, the
so-called catalytic triad. The crystal
contains three short strong NÿH ´´´ O
hydrogen bonds (HBs) with dN´´´O<

2.7 �. The three HBs have energies
above 13 kcal molÿ1, although the hydro-
gen atoms are firmly localized in the
ªnitrogen wellsº. This suggests that low-
barrier hydrogen bonding in catalytic
enzyme reactions may be a sufficient,

but not a necessary, condition for ob-
taining transition-state stabilization.
Structural analysis (e.g., covalent NÿH
bond lengthening) indicates that the
hydrogen bond between H3A and O8
of imidazole and betaine respectively
(HB2) is slightly stronger than the bond
between H1A and O1A of imidazole
and picric acid (HB1), although HB1 is
shorter than HB2: (dN´´´O(HB1)�
2.614(1) �, dN´´´O(HB2)� 2.684(1) �,
dH´´´O(HB1)� 1.630(1) �, dH´´´O(HB2)�
1.635(1) �, dNÿH(HB1)� 1.046(1) �,
dNÿH(HB2)� 1.057(1) �). Furthermore,
the charge density analysis reveals that

HB2 has a larger covalent character
than HB1, with considerable polariza-
tion of the density towards the acceptor
atom. The Gatti and Bader source
function (S) is introduced to the analysis
of strong HBs. The source function is
found to be a sensitive measure for the
nature of a hydrogen bond, and compar-
ison with low-barrier and single-well
hydrogen bonding systems (e.g., ben-
zoylacetone and nitromalonamide)
shows that the low-barrier hydrogen
bond (LBHB) state is characterized by
an enormously increased hydrogen atom
source contribution to the bond critical
point in the HB. In this context, HB2 can
be characterized as intermediate be-
tween localized HBs and delocalized
LBHBs.
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Introduction

During the last decade, there has been intense debate about
the origin of the rate-enhancing effect observed upon the
involvement of enzymes in different chemical reactions. One
of the most studied classes of enzymes is serine proteases,
which are characterized by the presence of the catalytic triad,

a specific spatial arrangement of three amino acid residues in
the active site (Figure 1).[1] A number of researchers have
proposed that one very strong, short hydrogen bond (HB)
between a histidine and an aspartate residue, also known as a
low-barrier hydrogen bond (LBHB), could be the major
reason for the free-energy reduction necessary to increase the

Figure 1. Schematic drawing of the catalytic triad. No formal charges or
bonds orders are assumed in the sketch.

rate constant. Thus, the LBHB is postulated to be present in
the transition state (TS) in the formation of the tetrahedral
intermediate.[2] The excess bonding energy of an LBHB in
comparison to an ordinary, weak HB easily amounts to 5 ±
10 kcal molÿ1.[3] Warshel and co-workers oppose the LBHB
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mechanism and argue that a LBHB will have an anticatalytic
effect in enzymes due to the polarity of the active site cavity
and the presence of water molecules.[4] However, it should be
noted that these conclusions are based on speculations about
the charge distribution in LBHB systems.[5] The assumption
that LBHB systems are largely uncharged has been chal-
lenged in recent studies of the LBHB of benzoylacetone.[6]

In a series of papers,[7] McAllister and co-workers study the
effects of the surroundings on ideal LBHBs versus weak HBs
by using high-level ab initio calculations on small model
compounds. They find that deviations from idealized con-
ditions (such as symmetrical solvation) have a large impact on
LBHBs, but that LBHBs remain stronger than localized weak
HBs, which are largely unaffected by changes in the sur-
roundings. Other theoretical investigations focus on the effect
of differences in proton affinities between the donor and the
acceptor molecules on the formation of LBHBs.[8] It has been
suggested that a prerequisite for LBHB formation is a DpKa

between donor and acceptor molecule of less than one unit.
This criterion is limited by the absence of knowledge of
proton affinities in environments such as enzymatic active
sites or in crystalline materials. The issue of pKa matching has
been the center of much of the debate on the LBHB
mechanism. In this respect, it has been demonstrated both
theoretically[8c] and experimentally[9] that although HBs are
strongest in pKa matched systems, there is no special
stabilization. In other words, linear relationships have been
established between DpKa and EHB (hydrogen-bond energy).
Some theoretical studies have proposed that EHB follows a
linear relationship with respect to the heteroatom separation
(dO´´´O),[7e, 8c] while other studies find nonlinear relation-
ships.[7a,c] It should be noted that dO´´´O is only a relevant
parameter in geometrically linear HBs. It is well established
that HB strength depends on the bonding angle,[10] and,
therefore, a more relevant parameter is dH´´´O. Espinosa and
co-workers have studied 83 HBs with X-ray charge density
and ab initio theoretical methods and found that exponential
relations exist between EHB and dH´´´O.[11] This suggests that
HBs become much stronger when they are very short.

The complicated nature of short HBs can be exemplified by
comparing the pKa-matched systems of acetylacetone[12] and
malonaldehyde[13] with the pKa-mismatched system of ben-
zoylacetone.[6] In these systems, the pKa-matched systems
have longer heteroatom separations (2.55 ± 2.58 �) than the
mismatched systems (2.50 �) at all levels of theory.[6b] This has
been rationalized as being due to the presence of steric strain
in benzoylacetone. Relief of the strain was found to be
important for the formation of the LBHB state.[6c] Thus,
although the general principles that govern HB interactions
are well understood and many useful structural correlations
have been established,[14] there are fine effects which can
significantly alter a HB. The local environmental effects are
especially important for short HBs, in which small factors may
apparently change a delocalized HB (e.g., benzoylacetone[6])
to a localized HB (e.g., citrinin[15]) with almost equal dO´´´O.

We have studied the charge distributions of short HBs in
crystals in order to improve the fundamental understanding of
LBHBs.[6, 16] Such studies can provide information about the
electronic structure and energetics of HBs and are relevant to

discussions of LBHBs in enzyme catalysis. Only a few
accurate electron density distribution (EDD) studies of
LBHBs have appeared in the literature and they all concern
OÿH ´´´ O interactions.[6, 15, 16b±c, 17] Since the proposed LBHB
in the catalytic triad is an NÿH ´´´ O bond, we have extended
these studies.[18] In this paper, we present a study of the charge
distribution in the co-crystal of picric acid, imidazole, and
betaine (1; Figure 2), which serves as a model compound for
the catalytic triad. This study combines analysis of very low
temperature X-ray (28 K) and neutron diffraction data
(28 K), solid-state NMR data, and high-level density func-
tional theory (DFT) calculations. The overall resemblance of
1 to the catalytic triad makes it one of the best model
compounds for the serine protease catalytic triad, which has
so far been studied by physicochemical methods. A prelimi-
nary account of the work has been published,[16a] in which
topological methods were used to assess the strength of the
three short NÿH ´´´ O HBs. In this paper we present an
analysis of the whole structure and directly compare exper-
imental and high-level ab initio theoretical results. This
comparison extends beyond the typical comparison of geom-
etry and tests the adequacy of current theory to reproduce
fine details of the EDD. We also introduce the source func-
tion by Gatti and Bader[19] into the analysis of HBs. The
source function is found to be a sensitive measure of HB
character.

Results and Discussion

Structural analysis : A complete list of the refined geometries
of the three most important NÿH ´´´ O interactions is given in
Table 1, in which the following abbreviations for the HBs are
introduced: HB1: N1AÿH1A ´´´ O1A; HB2: N3AÿH3A ´´´
O8; HB3: N1BÿH1B ´´´ O1B. In HB1, the heteroatom sepa-
ration (dN´´´O� 2.614(1) �) is smaller than the sum of the
van der Waal�s radii of the individual atoms (2.65 � for N and
O). In both HB2 (2.684(1) �) and in HB3 (2.676(1) �) the
sum is larger. If the heteroatom distance criterion proposed by
Hibbert and Elmsley[3] is used, all three NÿH ´´´ O interactions
qualify as strong HBs. Since this distance neglects the NÿH ´´´
O angle, which is significantly different in each of the three
HBs, it is more appropriate to consider dH´´´O. A comparison of
the values of dH´´´O shows that HB1 and HB2 are of similar
strength (1.630(1) � vs 1.635(1) �) although HB3 is weaker
(1.681(1) �).

An extensive structural study has been carried out by
Steiner which correlates the dNÿH and the dH´´´O bond lengths in
NÿH ´´´ O HBs.[14] Based on neutron diffraction studies of
NÿH ´´´ O HBs and discrimination between two- and three-
center HBs, he established a linear correlation; an increase in
the covalent NÿH bond length (dNÿH) implies a shorter dH´´´O.
Furthermore for HBs with equal primary dH´´´O, the bond
length dNÿH is significantly longer in a three-center (bifurcat-
ed) HB than in a two-center (or isolated) HB. The increase in
the covalent NÿH bond length is smaller in NÿH ´´´ O bonds
(1.00 �< dNÿH< 1.08 �) than in the equivalent OÿH bond
length in OÿH ´´´ O bonds (0.95 �< dOÿH< 1.20 �).[20] How-
ever, it should be stressed that the lengthening of this bond is
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highly significant, since the analysis is based on neutron
diffraction data. It is striking that dNÿH(HB2) is 0.011(1) �
longer than dNÿH(HB1) although dH´´´O(HB1) is 0.005(1) �
shorter than dH´´´O(HB2), as shown in Table 1. In addition
dNÿH(HB1) may be further increased by bifurcation to O2A.
Therefore the structural analysis indicates an anomaly in
HB2 in comparison to well-established structural corre-
lations. The structure also has a number of CÿH ´´´ O
interactions and the four shortest are listed in Table 1. The
trends observed by Steiner[14] for NÿH ´´´ O HBs appear to be
valid for CÿH ´´´ O HBs. A significant increase in dCÿH

correlates with a shorter dH´´´O. The considerable strength of
the two short CÿH ´´´ O HBs suggests that they contribute
significantly to the stabilization of the co-crystallized com-
pound (see Table 3 later).

The resemblance of 1 to the catalytic triad in serine
proteases may be assessed by a comparison of the structural

features that are presented here with the structure of the
catalytic triad as present in the native substrate-free porcine
pancreatic elastase (PPP). A high-resolution (dmin� 1.1 �)
X-ray crystallographic study of PPP has recently been
published.[21] Here, the dN´´´O between histidine and aspartate
in the catalytic triad is found to be 2.70� 0.04 �, which is
similar to the bond length of 2.684(1) � between N3A and O8
in 1 (HB2). A description of the transition-state configuration
is obtained from an atomic resolution (dmin� 0.78 �) study of
complexed B. lensus subtilisin.[22] Here the N ´´´ O separation
between His and Asp in the catalytic triad is found to be
2.62(1) �. Similar or slightly shorter distances are reported in
a recent publication on the bonding in transition-state (TS)
analogue complexes of chymotrypsin.[23] From the heteroatom
distance (but not from dH´´´O) HB2 in the present complex
appears to be intermediate between the ªnon-TSº structure of
PPP and the ªTSº structures of the B. lensus subtilisin and
chymotrypsin complexes. The fact that HB2 is unusually
strong, even in a ªnon-TSº configuration, indicates that this
HB could be exceptionally strong in the real TS, in which the
histidine and aspartate side chains are presumably closer
together.

Topological analysis : Aspherical modeling of the experimen-
tal X-ray structure factors provides the total electron density
distribution, 1(r), which is the main observable in the
quantum theory of atoms in molecules (QTAM) developed
by Bader and co-workers.[24] Table 2 lists the topological features
at the bond critical points (bcp) of the short NÿH ´´´ O and
CÿH ´´´ O interactions. The value of 1bcp for HB2 is greater
than the corresponding values for HB1 and HB3; this

Figure 2. ORTEP drawing of 1 at 28 K with 90% probability surfaces shown.

Table 1. Selected NÿH ´´´ O and CÿH ´´´ O (AÿH ´´´ O) bond lengths [�] and
angles [8].

Bond[a] AÿH H ´´´ O A ´´´ O a(AÿH ´´´ O)

HB1 N1AÿH1A ´´´ O1A 1.046(1) 1.630(1) 2.614(1) 154.6(1)
H1A ´´´ O2A 2.315(1)

HB2 N3AÿH3A ´´´ O8 1.057(1) 1.635(1) 2.684(1) 171.0(1)
H3A ´´´ O6Aii 2.808(2)

HB3 N1BÿH1B ´´´ O1B 1.048(1) 1.681(1) 2.676(1) 157.0(1)
H1B ´´´ O2B 2.236(1)
C8BÿH8B ´´´ O7A 1.092(1) 2.167(1) 3.240(2) 167.0(1)
C2AÿH2A ´´´ O3B 1.092(1) 2.208(2) 3.296(2) 174.4(1)
C2BÿH2B ´´´ O8 1.077(1) 2.459(1) 3.384(2) 143.2(1)
C2BÿH2B ´´´ O2B 1.077(1) 2.577(1) 3.014(1) 105.4(1)

[a] symmetry operation ii: 0.5ÿ x, 0.5ÿ y, ÿz.
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indicates an increased accumulation of charge in HB2. The
Laplacian, r21bcp, for HB2 is less positive than for HB1 and
HB3; this also indicates an increased covalence in this bond.
At the same time, the lower value of 1bcp for N3AÿH3A than
for N1AÿH1A and N1BÿH1B illustrates the accompanying
weakening of the covalent NÿH interaction in HB2. These
observations corroborate the structural findings that were
discussed above, and the EDD supports the observed
anomaly in the correlation between dNÿH and dH´´´O. This is
evident in Figure 3, in which the Laplacian of the electron
density in the planes of the three NÿH ´´´ O HBs is shown. The
polarization of the Laplacian around H3A towards O8 in HB2
is pronounced in comparison to the other two HBs. Such a
polarization of charge is unexpected for ªnormalº electro-
static HBs and suggests that HB2 is intermediate between a
normal HB and an LBHB. The features of the Laplacian of an
LBHB[6] are characterized by a hydrogen atom that is almost
symmetrically positioned between two heteroatoms with its
charge distribution polarized towards both. Since H3A in this
complex retains the strong covalent interaction with N3A,
HB2 is not an LBHB, though the polarization of H3A towards
the acceptor atom, O8, does resemble the polarization that
would be observed in an LBHB. This polarization is modeled
with large and highly significant quadrupolar electron-density
functions on the hydrogen (Q2�(H3A)� 0.113(21)). If such
functions are not included in the multipole refinement, the
polarization disappears. This subtle point is quite important
because it shows that models commonly used in both
experimental and theoretical studies of strong HBs may not
be adequate. Theoretically, it is common practice to include p
orbitals (polarization functions) on the hydrogens. However,
p functions may not model this feature in HB2, which could

Figure 3. Contour plot of the negative of the Laplacian of the electron
density in the planes of the three strong NÿH ´´´ O HB�s in 1. Top) HB1;
middle) HB2; bottom) HB3. Contours are drawn at 1, 2, 4, 8� 10n, n�ÿ3,
ÿ2,. . . , 1, 2. Solid lines are positive contours, broken lines negative.

require orbitals of higher angular momentum. Indeed, Fig-
ure 4 (middle) shows that single-point calculation on 1 at the
B3LYP/6 ± 311G(d,p) level does not decribe the large polar-
ization of HB2. A systematic study of theoretical-basis-set
limitations is beyond the scope of the present paper, but the
experimental data suggest that accurate theoretical studies of
strong hydrogen bonds should include d orbitals on the
essential hydrogen atoms.

Table 2. Topology of the NÿH ´´´ O and CÿH ´´´ O HBs. The first line
contains the experimental values, the second line the theoretical values.

Bond 1bcp [e�ÿ3] r21bcp, [e�ÿ5] d1ÿbcp [�] d2ÿbcp [�]

HB1 O1A ´´´ H1A 0.360(34) 3.58(9) 1.089 0.541
0.347 3.70 1.100 0.532

N1AÿH1A 2.009 ÿ 28.4(5) 0.786 0.261
2.029 ÿ 42.0 0.810 0.234

HB2 O8 ´´´ H3A 0.399(33) 1.93(9) 1.094 0.545
0.366 3.39 1.110 0.531

N3AÿH3A 1.930(65) ÿ 30.5(5) 0.804 0.254
2.004 ÿ 37.4 0.805 0.249

HB3 O1B ´´´ H1B 0.289(33) 3.29(8) 1.128 0.556
0.309 3.34 1.127 0.553

N1BÿH1B 2.043(65) ÿ 31.7(5) 0.785 0.263
2.028 ÿ 41.8 0.810 0.235

C8BÿH8B 1.848(55) ÿ 19.7(3) 0.756 0.337
1.929 ÿ 24.6 0.727 0.360

O7A ´´´ H8B 0.102(15) 1.49(2) 1.334 0.834
0.102 1.34 1.352 0.821

C2AÿH2A 1.912(57) ÿ 23.9(3) 0.734 0.358
1.957 ÿ 25.8 0.730 0.352

O3B ´´´ H2A 0.087(17) 1.13(2) 1.379 0.829
0.094 1.17 1.392 0.815

C2BÿH2B 1.925(56) ÿ 23.6(3) 0.746 0.331
1.971 ÿ 25.9 0.723 0.355

O8 ´´´ H2B 0.059(6) 0.90(1) 1.489 0.973
0.064 0.74 1.499 0.954

O2B ´´´ H2B 0.049(7) 0.91(1) 1.454 1.178
0.052 0.81 1.457 1.145
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Figure 4. Laplacian of the theoretical density. Plots and contours as in
Figure 3.

Table 3 lists HB energies calculated from a) the Abramov
functional,[25] b) a structural correlation with dH´´´O,[11a] c) a
topological correlation,[11b,c] and d) the theoretical wave
function using AIMPAC.[26] Estimates of the HB energies
are calculated by using the empirical relation EHB�
ÿ1/2 V,[11a] in which V, the potential energy density, can be
obtained either directly, as in d), or calculated from the virial
theorem and the topology, as in a) and c). By all methods of
evaluation, HB3 is the weakest of the three NÿH ´´´ O HBs,
although an EHB of approximately 13 kcal molÿ1 is still quite a
strong interaction. Both HB1 and HB2 are found to be

stronger HBs and according to the definitions which are often
used for EHB, they could be designated as LBHB;[3] however,
in this case, as discussed above, they are not. It is important to
stress that an HB can have considerable strength, although it
is not an LBHB. The anomaly, which is observed in the
structural correlation of bond length and bond strength,
becomes apparent as the method b) fails to produce the same
rank of HB strength as the other methods. The difference
between EHB(HB1) and EHB(HB2) is small and likely insig-
nificant, although the characteristics of the structure and the
EDD indicates that HB2 is the strongest bond. The semi-
empirical Abramov expression (a) is based on closed-shell
interactions[24] and does not properly account for the in-
creased covalency of HB2. Even so, HB2 is found to be the
strongest bond. The theoretical calculation (d) also neglects
some of the increased covalence of HB2 and this makes the
difference in strength between HB1 and HB2 quite small.

In order to assess the reliability of the empirical estimates
of the HB strengths, we have attempted to estimate EHB for
HB2 using DFT calculations. For hydrogen bonds with large
covalent contributions, for example, as in benzoylacetone[6]

and nitromalonamide,[16b] the empirical estimates may have
large errors. Thus, the empirical charge density estimates are
around 50 kcal molÿ1 for both molecules in comparison to ab
initio theoretical estimates of 16 kcal molÿ1 and 27 kcal molÿ1

for benzoylacetone and nitromalonamide, respectively. The-
oretically, HB strength can be estimated by comparing the
total energy of the system with the energy of rotameric
structures[6] or with systems that have donor and acceptor
groups which are separated to infinity. Such procedures
assume that the HB in question is the only interaction
between the fragments. This may be a crude approximation in
complicated structures such as 1. To obtain an estimate of EHB

for HB2 we use the neutron geometry to calculate the total
energy of fragment A, that is, the upper picric acid, imidazole,
and betaine molecules shown in Figure 2 (fragment B is
depicted in the lower part). This energy is then compared to
the sum of the total energies from a partial geometry
optimization of a picric acid/imidazole dimer and a betaine
molecule. Both structures are fixed at the neutron geometry
apart from the atoms that are involved in HB2, which are
allowed to relax after the two fragments are cut apart. In this
approach, we assume that all fragments making up the crystal
suffer equally from being cut out of the crystal environment.

Table 3. Hydrogen-bond energies (EHB) obtained as EHB�ÿ1/2V[11c], in
which V is the potential energy density, and from ab initio theory. EHB is
given in kcal molÿ1.

Bond EHB
[a] EHB

[b] EHB
[c] EHB

[d]

HB1 17.5 16.9 20.5 16.1
HB2 18.3 16.6 24.6 16.5
HB3 13.0 14.1 16.1 13.5
N3BÿH3B ´´´ O9 4.1 3.2 3.3 4.2
C8BÿH8B ´´´ O7A 3.3 2.4 3.6 5.8
C2AÿH2A ´´´ O3B 2.5 2.1 3.4 5.0
C2BÿH2B ´´´ O8 1.7 0.9 1.4 3.5

[a] Method: the Abramov functional.[25] [b] Method: a structural correla-
tion with dH´´´O.[11b] [c] Method: a topological correlation.[11a,c] [d] Method: V
obtained directly from the theoretical wavefunction.[26]
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We carried out some calculations to validate the procedure,
for example, the atoms in fragment A which point towards
fragment B were allowed to relax, but this only changed the
energy by about 0.5 kcal molÿ1. The estimated bonding energy
for HB2 is 21 kcal molÿ1, a value which is in excellent
agreement with the results obtained from the experimental
CD. The theoretical calculation furthermore gives an inter-
action energy of 16 kcal molÿ1 between fragments A and B.
The comparable value from the experimental CD is the sum
of the four intermolecular hydrogen bonds between these
fragments. Their individual values are given in the lower part
of Table 3 and their sum varies between 9 and 19 kcal molÿ1

for the different types of estimates. The individual energies of
these HBs cannot be calculated theoretically due to the
complex network of intermolecular interactions present in the
crystal.

Comparison between experiment and theory : The transfer-
ability of atomic fragments or functional groups between
different molecular systems is a central concept in chemis-
try.[23] The most comprehensive experimental EDD studies of
transferability have been carried out by Lecomte and co-
workers, who focus on building charge density libraries of
peptide fragments in order to construct large polypeptide
systems.[27] In such studies, it is important to know how
transferable a given unit is between different systems and if
possible, to discover how units are perturbed by their
surroundings. This is difficult because the comparison of a
given unit in two different crystal systems is affected by
differences in the systematic errors in the two experiments.
Thus observed differences between two units may be due to
differences in the chemical surroundings as well as systematic
errors in the experiments. The transferability of a given group
can be better assessed if several different units are present in
the same crystal structure, since systematic errors are
(presumably) identical. The present complex offers the
opportunity to compare different imidazoles and picric acids
by using topological methods.

In the case of fully covalent homoatomic CÿC bonds, the
correlation between experimental and theoretical results is
outstanding with quantitative agreement (see Table 4). How-

ever, as the bonds become more polar, that is, CÿH, CÿN, and
NÿO, there is increasing discrepancy. For NÿO, theory
predicts average values of 1bcp� 3.32(6) and r21bcp�
ÿ24.3(1.3) whereas experiment gives 1bcp� 3.28(8) and
r21bcp�ÿ12.1(2.5). There is a tendency in theory to give
more negative values forr21bcp in polar bonds, whereas 1bcp is
almost perfectly matched. This tendency is further substan-
tiated in the CÿN bonds, in which the agreement improves as
multiple bond character increases. On the other hand, hydro-
gen bonds show good correspondence. It appears that in the
limits of either full covalency or closed-shell interactions the
experimental and theoretical results agree well, but for
intermediate-bond types the differences are larger. In pre-
vious studies, it has been observed that both experiment and
theory may have difficulties in describing the diffuse bonding
regions.[28] In the case of the X-ray method, it was found that
the radial functions, which are commonly used in the multi-
pole model, can be too rigid and can introduce model bias in
the experimental densities. It is interesting to note that the
spread of individual bond types is smaller for theory than for
experiment. This is seen in the values of r21bcp, d1ÿbcp, and
d2ÿbcp of the polar bonds. The different spreads may reflect
real differences among the crystal bonds, which are not
modeled by theory. The larger experimental spread of the
CÿC bonds suggests that the effect is at least partly due to real
differences in the surroundings.

The origin of LBHB : Our central question, which remains
unanswered, is what causes the formation of a LBHB? It is
not merely the donor ± acceptor distance that determines the
HB type. As mentioned above, citrinin has a localized HB,[15]

while benzoylacetone exhibits a LBHB[6] although their
O ´´´ O bond lengths are almost identical. There must be
environmental effects that change the potential energy sur-
face of the hydrogen atom. One could also ask which differ-
ences in the chemical environment in and around the strong
NÿH ´´´ O HBs in 1 make HB2 stronger than the shorter HB1.
We have so far described the structural and topological
features of the three HBs in 1 and we will now examine how
the surroundings affect the HB character. This can be done by
evaluating Green�s function for the density, which is also
called the source function (S) and which was recently developed
by Gatti and Bader.[19] This concept is based on the fact that
the value of the electron density at any point in space may be
separated into a sum of atomic contributions from every atom
within the molecule. The source function has so far been
encoded only for use with theoretical wavefunctions.[19] To
probe the potential use of this function in analysis of hydrogen
bonding, the source function values at the bcps of HB1, HB2,
and HB3 are calculated by using the wavefunction from the
theoretical calculation. For comparison, we also calculated
the source function for two smaller molecules, which are
examples of an LBHB: benzoylacetone[6] (see Figure 5) and a
single-well HB, nitromalonamide,[16b] respectively (see Fig-
ure 6). The theoretical calculations on these two molecules
have been published in papers that describe accurate low-
temperature diffraction experiments.[6, 16b] The combination of
the different studies cover the complete range of strong HBs
(localized HB, LBHB, and single-well HB).

Table 4. Comparison of the theoretical and the experimental topology. In
square brackets the number of bonds included in the averages are listed. The
first line contains the experimental values, the second line the theoretical values
with standard uncertainty calculated as sample esd. ªbeº short for betaine, ªpaº
short for picric acid.

Bond h1bcpi [e �ÿ3] hr21bcpi [e�ÿ5] hr1ÿbcpi [�] hr2ÿbcpi [�] hRiji [�]

(CÿC)pa
[8] 2.15(5) ÿ 21.5(7) 0.68(4) 0.71(4) 1.385(9)

2.13(3) ÿ 21.5(4) 0.69(1) 0.691(9) 1.383(8)
(CÿC)pa

[4] 1.90(2) ÿ 16.5(6) 0.70(3) 0.75(3) 1.458(4)
1.89(2) ÿ 17.4(3) 0.715(2) 0.740(4) 1.455(5)

(CÿH)be
[11] 1.85(4) ÿ 19.1(13) 0.69(2) 0.39(2) 1.086(7)

1.91(4) ÿ 23.6(9) 0.705(5) 0.383(8) 1.089(8)
(CÿN)pa

[6] 1.79(6) ÿ 16.0(12) 0.90(3) 0.55(3) 1.450(8)
1.81(3) ÿ 16.5(9) 0.908(8) 0.540(8) 1.449(6)

(CÿN)be
[4] 1.60(3) ÿ 10.0(9) 0.88(1) 0.62(1) 1.500(4)

1.62(2) ÿ 13.7(4) 0.924(6) 0.574(7) 1.499(5)
(NÿO)pa

[12] 3.28(8) ÿ 12.1(25) 0.64(1) 0.59(1) 1.233(9)
3.32(6) ÿ 24.3(13) 0.643(2) 0.587(5) 1.231(7)
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Figure 5. ORTEP drawing of benzoylacetone, shown with 50% proba-
bility ellipsoids.

Figure 6. ORTEP drawing of nitromalonamide, shown with 50% proba-
bility ellipsoids.

There are different ways to
determine the reliability of the
source function. The integrated
charge must sum to the total
number of electrons in the
complex. Furthermore, the
sum of S over all atoms at the
bcps must equal the values that
are obtained from a topological
analysis of the density. These
criteria were fulfilled to within
1 % for all three HBs, and the
results are listed in Tables S1 ±
S3 in the Supporting Informa-
tion and are visualized in Fig-
ures 7, 8, and 9. The part of the
density at the bond critical
point, 1bcp, contributed by the
hydrogen that is involved in the
HB, is very different for the
different HBs. For HB3, the
weakest of the three HBs in 1,
the contribution is negative
(ÿ0.0071 e �ÿ3) and amounts
to (ÿ)2 % of the total density
at the bcp. The hydrogen con-

tribution is positive for the other HBs and increases rapidly as
the hydrogen becomes more delocalized. This correlates with
results from a theoretical study of a water dimer, in which the
source contribution from the hydrogen is negative at the
equilibrium geometry but increases and becomes positive at
an O ´´´ O separation of less than 2.4 �.[29] A large increase in
the source contribution from the hydrogen (S(H)) to the
density at the bcp is observed in benzoylacetone and nitro-
malonamide, as shown in Figures 10 and 11, respectively.
Here, the hydrogens account for more than 30 % of the total
electron density at the bcps. Of course, the contribution from
hydrogen is dependent on dHÿbcp, which decreases as dH´´´O is
shortened. Nevertheless, for HB1 in 1, dHÿbcp is 0.532 � in
comparison to 0.531 � in HB2. This insignificant difference
does not explain the observed increase (from 0.0038 e �ÿ3 to
0.0181 e �ÿ3) in S(H). Therefore it must be electron distribu-
tion in the hydrogen atoms that has changed, and this
confirms that HB2 differs from HB1. This result is obtained
irrespective of the fact that the theoretical density does not
contain all the experimentally observed polarization in HB2
(see above). Similarly, S(H) in the single-well HB in nitro-
malonamide is 0.1924 e �ÿ3 (dHÿbcp� 0.360 �) in comparison
to 0.2655 e �ÿ3 in the LBHB of benzoylacetone (dHÿbcp�
0.350 �). The decrease in dHÿbcp of 3 % from nitromalonamide
to benzoylacetone does not explain the increase of 38 % in
source contribution from the hydrogen. It appears that there
are differences between the systems that induce large changes
in the hydrogen source contribution.

The three donor ± hydrogen ± acceptor atoms contribute
more than 85 % of the total density at the bcp in the low-
barrier and single-well HBs in comparison to between 55 and

Figure 7. Source contributions to HB1 in 1. For every atom, the size of the circle is proportional to the source
contribution from that atom. Positive contributions are indicated with full circles, negative contributions with
dashed circles. Contributions of less than 7� 10ÿ4 e �ÿ3 are not shown.



Hydrogen Bonds 3756 ± 3767

Chem. Eur. J. 2001, 7, No. 17 � WILEY-VCH Verlag GmbH, D-69451 Weinheim, 2001 0947-6539/01/0717-3763 $ 17.50+.50/0 3763

62 % in the localized HBs in complex 1. However, the sum of
the source contributions from the donor and the acceptor
atoms seems almost unaffected by the HB type. This sum is in
a narrow range from 56 % to 61 %, and the values of the three
localized NÿH ´´´ O HBs from this study cluster around 57 %.

This seems to be valid even in
the extreme case of covalent
HBs. Thus, the main change
when approaching the LBHB
state is in the hydrogen atom
source contribution, as the
contributions from the sur-
roundings are relatively un-
changed. It is not evident from
the present data alone what
causes LBHB formation. If,
for example, release of steric
strain in benzoylacetone con-
tributes to LBHB forma-
tion,[6a] then the source contri-
butions to the bonds must be
evaluated at other points of
the potential energy surface
than merely the equilibrium
geometry.

A signature of an LBHB is a
very large 1H NMR chemical
shift.[2f] If the three types of
strong HBs (localized HBs in
1, LBHB in benzoylacetone,
single-well HB in nitromalon-
amide) are compared, the
1H NMR chemical shift is
observed to increase from a
broad peak value of d� 14.8 in
1 to d� 16.3 for the LBHB
system of benzoylacetone and
then to decrease to d� 14.4 in
nitromalonamide as the sys-
tem becomes compressed.[30, 31]

This trend was also observed
by Madsen et al[16b] for the
hydrogen atomic displacement
parameters (ADPs) along the
O ´´´ O direction. Thus, hydro-
gen ADPs increase dramati-
cally as the system becomes an
LBHB, but decrease with fur-
ther compression of the poten-
tial well. The source function
behaves similarly as the
1H NMR chemical shifts and
hydrogen ADPs with a max-
imum value at LBHB. This
suggests that the source func-
tion may quantify the reason
that 1H NMR chemical shifts
are sensitive to the character
of a hydrogen bond.

The heteroatom separation (dN´´´O) in 1 is shorter than the
value observed in a non-transition-state structure of a serine
protease[21] and is of similar length or slightly longer than
stable inhibitor complexes that mimic the transition state.[23]

However, we note that only dH´´´O is a truly relevant parameter,

Figure 8. Source contributions to HB2 in 1. Features as in Figure 7.

Figure 9. Source contributions to HB3 in 1. Features as in Figure 7.
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Figure 10. Source contributions to HB(O1) in benzoylacetone. Features as
in Figure 7.

Figure 11. Source contributions to HB(O3) in nitromalonamide. Features
as in Figure 7.

and this distance is not available from protein crystallographic
studies. In the TS, dN´´´O is supposedly further shortened
relative to the values found in 1, and this must lead to an
increase in the strength of the HB, which in serine proteases
would be analogous to HB2 in the model system. Since HB2 is
already strong, we may expect that the hydrogen bond energy
in the TS is substantial. Furthermore, if it is the TS
stabilization energy obtained from the HB (i.e., not the
nature of the HB) that is important for enzyme catalysis, the
present study suggests that discussions on this subject may
overemphasize the importance of HB character and whether
ot not an actual LBHB is involved. The present study shows
that localized HBs can be strong. Hence, an LBHB may be a
sufficient but not a necessary condition for enzyme catalysis
from an energetic point of view.[32] However, there are
extensive spectroscopic data[33] that indicate the existence of
an LBHB between His 57 and Asp 102 in the TS of the
catalytic triad. Systematic studies that employ tools like the
source function may enable us to further probe the nature of
very short hydrogen bonds and to understand how chemical
environments could induce LBHB formation.

Conclusion

We show that the nature and strength of an HB are not
unambiguously determined by the geometrical parameters
which define the system. Topological analysis of the exper-

imentally determined EDD reveals that a localized HB, which
is dominated by electrostatic interactions, can have consid-
erable strength. One such bond in complex 1, HB2, appears to
be intermediate between a localized and a delocalized HB
with a polarized charge distribution towards the acceptor
atom. The experimental bond energies of the HBs in 1 exceed
the generally accepted threshold for an LBHB although all
three hydrogen atoms are localized in nitrogen wells. This
suggests that LBHB is a sufficient but not a necessary
condition for TS stabilization in the catalytic triad. The source
function was introduced to analyse strong HBs. This concept
elucidates the role of the hydrogen atom EDD in the bonding.
It appears that the main change on the formation of an LBHB
is a dramatic increase in the hydrogen atom source contribu-
tion to the HB, whereas the changes in the contributions from
the surroundings are subtle. More systematic studies of similar
systems are required to quantify these changes. Ultimately,
such studies may give us a chemical understanding of the
shape of the potential energy surface in an HB.

Experimental Section

Neutron data : The main purpose of the neutron diffraction study was to
establish an unbiased structural model for the hydrogen atoms, which are
the crucial entities of the study. Secondly, neutron refinements can probe
the hydrogen thermal displacements for possible anharmonic components,
which indicate the shape of the potential energy surface. The neutron
measurements were carried out at the SCD beam line at the Intense Pulsed
Neutron Source, Argonne National Laboratory. A yellow crystal of
dimensions 2.0� 2.2� 3.0 mm was wrapped tightly in aluminum foil and
fastened on an aluminum pin with tiny amounts of glue on the foil. The
aluminum pin holding the sample was fitted on the cold station of a type
CS-202 Displex refrigerator, which was mounted on a type 512 Huber four-
circle diffractometer. This device employed the white beam of a spallation
source, and the diffractometer was also equipped with a position-sensitive
area detector.[34] The speed of the SCD instrument was vital in the present
study in order to obtain high-resolution data within strict beam time
limitations on a large unit cell structure of 75 unique atoms. The instrument
had w fixed at 458, and different volumes of reciprocal space were recorded
by setting f and c at a number of values. A total of 32 three-dimensional
data histograms (x and y spatial coordinates on the detector and the time of
flight, t) were recorded during two weeks of data collection. Reflections
were restricted to those in which the wavelength of the neutrons was
between 0.7 and 4.2 �. The temperature was fixed at 28(1) K in order to
match the temperature used in the synchrotron X-ray experiment. Further
experimental details for the neutron study are listed in Table 5. Crystallo-
graphic data (excluding structure factors) for the structures reported in this
paper have been deposited with the Cambridge Crystallographic Data
Centre as supplementary publication no. CCDC-112286. Copies of the data
can be obtained free of charge on application to CCDC, 12 Union Road,
Cambridge CB2 1EZ, UK (fax: (�44) 1223-336-033; e-mail : deposit@ccdc.
cam.ac.uk).

Local Argonne programs were used in all steps of the data acquisition, data
reduction and structure refinement.[35] The first set of programs searched
for intensity maxima in the histograms, indexed the peaks, and refined an
orientation matrix. The peak intensities were integrated by using a two-
dimensional Lehmann ± Larsen type box integration.[36] The algorithm
located the integration rectangle which yielded the minimum s(I)/I value in
the spatial direction, and up to five time-slices were then added to obtain a
minimum s(I)/I for the total peak. The intensities were corrected for the
Lorentz factor and normalized according to the known spectral distribution
of the incident beam and detector efficiency. The data were also corrected
for absorption by using a spherical crystal approximation. Neutron
scattering lengths and absorption cross sections were taken from Sears.[37]

For hydrogen, cross sections measured by Howard et al were used.[38]
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ªEquivalentº reflections could not be averaged as they were recorded at
different wavelengths which, for example, leads to differences in extinction

Synchrotron X-ray data : The synchrotron data were collected at beam line
X3A1 at the National Synchrotron Light Source at Brookhaven National
Laboratory (USA). A nearly spherical crystal with a diameter of 0.12 mm
was mounted with epoxy glue to thermally conducting carbon fibers and
connected to a brass pin via a copper wire. This arrangement was placed
directly on the cold finger of a type 201 Displex refrigerator fitted inside
the Be-vacuum cup. An antiscatter device was used to reduce parasitic
scattering.[39] The diffracted radiation was detected with image plates (IP)
which have an active area of 250� 400 mm2. The IPs were scanned offline
with a FUJI BAS2000 scanner with a pixel size of 0.1� 0.1 mm2 and a
dynamic range of 104. Further details of the experimental conditions are
given in Table 5. Good coverage of the reciprocal space was achieved by
using five different combinations of crystal ± detector distance (cm) and 2q

angles (8) for the IP�s [(d,2q)� (15.0, 0), (20.0, 0), (30.0, 0), (20.0, 40), (30.0,
50)]. For each setting an orientation matrix was extracted by using
DENZO.[40] Integrated intensities were subsequently obtained with the
HIPPO program,[41] which uses the seed skewness method to define the
individual peak size. Only fully observed reflections were accepted for
subsequent refinement. Since the diffracted X-rays travel different
distances through the detector a 2q-dependent intensity correction was
carried out.[42] A total of 98 132 intensities from 298 IP�s were scaled and
averaged using SORTAV.[43] The refined scale factors for each separate
plate were found to accurately display the beam decay. The averaging
procedure removed approximately 22000 outlier reflections, and the
remaining reflections were reduced to 15657 unique reflections with an
average redundancy of 4.9 and an internal agreement of 3.0%. Owing to
the requirement of the antiscatter device, the data set suffered from a few
missing reflections in the low-order region. It was therefore decided to
supplement the synchrotron data with low-order data from a conventional
X-ray experiment.

Conventional X-ray data : A spherical crystal with a diameter of 0.48 mm
was mounted on the tip of a glass fiber and attached to a brass pin. This was
fitted directly on the cold finger of a type 202 Displex closed-cycle
refrigerator, which was mounted on a HUBER type 512 four-circle
diffractometer at the University of Aarhus. The vacuum around the crystal
was closed by three thin-walled Be-cups. The crystal was cooled to 10(1) K
and data were collected with AgKa radiation (l� 0.5608 �). The orienta-
tion matrix was determined from 29 reflections. Repeated measurement of
three intense low order reflections (hkl� 002, 602, ÿ402) every 50 re-

flections ensured a reliable evaluation of beam instability and crystal decay.
A complete hemisphere of data with sinq/l< 0.51 �ÿ1 was measured in five
weeks. Integrated intensities were extracted with program COLL5N, which
uses the s(I)/I criteria to separate the peak from the background.[36] The
program DATAP was used for normalization of the intensities based on the
standard reflections.[44] Both absorption and extinction was found to be
negligible. The 16382 measured reflections were averaged by the program
SORTAV[43] and reduced to 3178 unique reflections with an average
redundancy of 4.7 and an internal agreement of 1.6%.

DFT calculations : The DFT calculations were performed with the
Gaussian 94 and Gaussian 98 suite of programs.[45] Single-point calculations
in the neutron geometry were carried out at the B3LYP/6 ± 311G(d,p) level
of theory. This basis set has been found to be a good compromise between
accuracy of calculation and cost of computation.[13] Many of the calcu-
lations mentioned in the introduction were carried out at a similar or lower
level of theory.[7, 8] Analysis of the electron density was performed within
the framework of the quantum theory of atoms in molecules (QTAM)[23] by
using the AIMPAC programs,[25] which were locally modified to handle the
large size of the system. The neutron geometry used in the calculations is
only slightly different from the geometry obtained with the partial X ± N
refinement procedure due to small differences in the systematic errors
between the X-ray and neutron data sets. The mean deviation in the bond
lengths between the neutron and the X ± N structures is 0.0029(2) � for
82 bonds (including all HB�s). This corresponds to about 2 esds on the
individual bond lengths and it is much smaller than the accuracy that can be
obtained in a theoretical geometry optimization. The difference in
geometry therefore has negligible influence on the comparison of the two
densities.

Neutron refinements : The refinement began with a room temperature
X-ray structure.[46] The refined structure gave an unsatisfactory corre-
spondence between the atomic displacement parameters (ADPs) deter-
mined from the X-ray data and the neutron ADPs. The origin of the
discrepancy was found to be poor integration of some of the very high order
neutron data; this was caused by peak overlap along the two short
reciprocal axes. In subsequent refinements data with H> 34 and L> 25
were removed. The final refinement also employed a robustness criterion,
which multiplies the minimum of (Fo/Fc, Fc/Fo) on the least-squares weights
and thereby downweights outliers in the refinement. In our previous
accurate neutron diffraction studies[6] refinement of anharmonic thermal
parameters was used to obtain information about the shape of the hydrogen
potential energy surfaces.[6, 16] In the present case, none of the hydrogens
had significant (2s level) third-order Gram ± Charlier parameters. None of
the hydrogens involved in HBs moved more anisotropically than the other
hydrogens in the structure; this indicates that even the hydrogens involved
in the short NÿH ´´´ O contacts are firmly localized in their ªnitrogen wellº.

X-ray refinement : In the X-ray refinements, the two data sets were co-
refined. This was possible because atomic motion at 10 K and 28 K is close
to zero-point vibration values and because the thermal smearing has very
limited effect on the low-order data. Furthermore, extinction, which is
wavelength dependent, was found to be negligible for both crystals. Careful
comparisons of the two X-ray data sets revealed that singly or doubly
measured reflections measured with the IP technique sometimes contain
very poorly fitted data, which could not be spotted by an averaging
procedure.[47] Therefore only structure factors that were based on three or
more observations were used. Even among the multiple measured data,
there are a few severe outliers. These reflections were identified through a
model-dependent rejection scheme. Thus structure factors with jFoÿFc j /
s(Fo)> 10, Fo/Fc> 5 or Fo/Fc< 0.2 were removed. In the rejection scheme Fc

was based on an independent atom model refinement. This procedure
resulted in a final data set of 8099 synchrotron and 3083 tube reflections.
There are 2558 common data and 525 reflections unique to the tube data.

The electron density distribution (EDD) was modeled with the Hansen ±
Coppens formalism[48] with the XD program package.[49] The refined
neutron structural model was adopted as the initial structure and the more
accurate neutron unit-cell dimensions were used. The hydrogen positions
and ADPs were fixed at neutron values. The multipoles were truncated at
the octupolar level for all non-hydrogen atoms. Hydrogens, which are
involved in hydrogen bonding, were modeled by using all dipoles and
quadrupoles, while the remaining hydrogens were refined with one bond-
directed dipole and one quadrupole (dz2). For each atom type the radial

Table 5. Experimental details for the crystallographic measurements on the co-
crystal of C5NO2H11, C3N2H5, and C6N3O7H2 (C23N11O16H25 in the asymmetric unit,
Mr� 711.51 g molÿ1).

Tube Synchrotron Neutron

T [K] 10(1) 28(1) 28(1)
l [�] 0.5608 0.643(1) 0.7 ± 4.2

(AgKa) (Si(100)) (white beam)
a [�] 33.57(1) 33.54(2) 33.536(5)
b [�] 7.640(2) 7.64(2) 7.636(1)
c [�] 25.031(8) 24.98(4) 25.066(4)
b [8] 114.84(2) 114.76(5) 114.90(1)
V [�3] 5826(6) 5813(30) 5822(2)
space Group C2/c C2/c C2/c
Z 8 8 8
Vcrystal [mm3] 0.058 0.001 13.2
mL [cmÿ1] 0.06 0.08 1.22 (ma)

(no correction) (no correction) 1.15 (ms)
reflections measured 16382 98132 29 014
unique reflections 3187 15657
Rint 0.016 0.030
(sinq/l)max [�ÿ1] 0.51 1.08 1.30 (partial data)

0.81 (complete data)
observed reflections 11182 8867 [I> 3 s(I)]
parameters 1128 708
R(F) 0.035 0.082
R(F 2) 0.046 0.063
S 1.13 1.79
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functions were adjusted by refinement of one k' for the spherical valence
shells and one kl'' for the multipoles (six kappa sets).

Inspection of the refined multipole parameters revealed that the data
reflect the expected local non-crystallographic mirror symmetry on the
four-ring systems. Thus only two parameters that violate the mirror
symmetry were significant at a 2s level. This supports the idea of
introduction chemical constraints in cases of limited data set or in non-
centrosymmetric structures.[50] However, the extent and accuracy of the
present data allowed unconstrained refinement of all parameters. An
indication of the data quality was obtained from the comparison of ADPs
obtained independently from X-ray and neutron refinements.[51] The ADPs
can absorb uncorrected systematic errors and a good agreement between
the ADPs from a neutron experiment and a multipolar modeling of X-ray
data therefore implies that systematic errors have been minimized. The
non-hydrogen ADPs from the X-ray experiment were on average only 1%
larger than the corresponding ADPs from neutron data (hUii(X)/Uii(N)i�
1.011(16)) . The average difference of the principal components of Uij is
0.00091(80) �2, and the root mean-square value of DUii/s is 1.42. These are
excellent values for such a large molecular structure. This good agreement
gave confidence that the deconvolution of the thermal motion yields the
static EDD that was used in further analysis. Furthermore it demonstrated
that the neutron values for hydrogen positions and ADPs can be
incorporated into X-ray refinement. It should be mentioned that the data
strongly suggested that quadrupolar electron density functions on the
hydrogen sites should be used. This has been observed previously,[52] but we
note that many studies in the literature only employ dipolar functions in
modeling of hydrogens.[11c] The quadrupolar functions were responsible for
modeling the significant polarization of the charge density that was
observed in the strong hydrogen bonds. The adequacy of the refined model
was demonstrated in the low residual densities (see Figures S1 ± S5 in the
Supporting Information). The highest residual is below 0.15 e �ÿ3.

The synchrotron and the tube X-ray data may be compared to validate the
quality of the former technique. Table 6 lists residuals for the two sets of
common reflections as refined by both an independent atom model (IAM)
and by the full multipole model derived from the combined data set. In
these refinements, only the scale factor was varied. The two common data
subsets matched almost equally well the two models; which means that we
have not biased the model towards either of the two datasets.
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